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ABSTRACT

Interactive computing systems frequently use pogts an input
modality, while also supporting other forms of ihpsuch as
alphanumeric, voice, gesture, and force.

We focus on pointing and investigate the effecténpfit device
latency and spatial jitter on 2D pointing speed aocuracy. First,
we characterize the latency and jitter of sevemhmon input
devices. Then we present an experiment, based ©nomI1-9,
where we systematically explore combinations aflay and jitter
on a desktop mouse to measure how these factast dffiman
performance. The results indicate that, while leyerhas a
stronger effect on human performance comparedwoalmounts
of spatial jitter, jitter dramatically increase®térror rate, roughly
inversely proportional to the target size.

The findings can be used in the design of pointilegices for
interactive systems, by providing a guideline fonoasing
parameters of spatial filtering to compensate fitterj since
stronger filtering typically also increases lag. \Also describe
target sizes at which error rates start to increasgably, as this is
relevant for user interfaces where hand tremoriroila factors
play a major role.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentatior]: User

Interfaces -benchmarking; ergonomics; evaluation/methodology.

General Terms
Measurement, Performance, Human Factors.

Keywords

Latency, jitter, Fitts’ law, pointing.

1. INTRODUCTION

While a mouse is the most common pointing devicéuman-
computer interaction, there is a large variety thieo devices that
have appeared over the years. One of the mosttradeditions is
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the NintendowiiMote Although virtually all of these devices can
be used in interactive computing systems, mosheimt exhibit
significantly more latency and/or jitter than theuse.

Latency, or lag, is the delay in device positiordates [7]. Lag
has been previously demonstrated to significamtipact human
performance in both 2D and 3D tasks [14, 17, 2phtfl jitter,
due to either noise in the device signal or haethtrr, may also
affect performance. These two factors togethernofiffect the
choice of an input device. For high-precision taskgstem
designers may have to choose between devices vitljitter, or
with low latency. However, since there is no puid evidence
on the relative performance impact of latency itterj designers
have little guidance for this tradeoff.

We present a study that systematically investigtiteseffects of
latency and jitter on human performance. The sardgloys Fitts’

law, a well-established model of pointing devicefpenance. In
our experiments, we used a mouse as an exemphariatency,

low-jitter device, and artificially added latencydajitter to match
the range of latency and jitter present in othemmonly used
devices. The goal of the experiment was to detemall else
being equal, the effects of latency and jitter orvide

performance. In other words, which has a stronggsact on

human performance: latency or jitter? As one caanofrade some
latency for a decrease in jitter, typically throutime-domain

filtering, knowing the interrelationship betweerettwo allows a
designer to make an informed decision in choosirfitex and

about its parameters.

2. BACKGROUND

This section briefly discusses relevant work in eabj
manipulation, tracking and pointing technology, &iitls’ law.

A number of pointing technologies exist today ttet be utilized
in interactive systems. In addition to a common potar mouse,
the major alternatives are:

e Touch pads (used in portable computers)

e Laser pointers (used for distant pointing, e.g])16

« Video-based pointer tracking (distant pointing, €3j)
« Video-based hand gesture tracking e.g. [8]

e Accelerometer-enhanced devices (gyro-mouse, gaming

devices, tilt-based interaction, e.g. [13])
e Touch screen-based technologies:
e Optics-based (below the screen, e.g. [10])
e Computer vision-based (above screen, e.g. [2])



Our current study uses the mouse as an input deViee main

reason for that is that it is a well-studied anthlelished device.
Another rationale is that previous studies comganouse-based
and tracker-based manipulation techniques foundt tthee

differences between mice and trackers, when usetheénsame
controlled conditions, can be explained to a ladggree by the
disparities in latency and jitter of the employeevides [19].

Thus, we believe that many classes of devices eaenmwlated
with a mouse, if one artificially adds latency ajiitler to an

“ideal” mouse. Ultimately, no performance differertmetween the
devices should be detectable when the latency ited ¢f the

devices match.

2.1 Pointing Systems, Lag and Jitter

Latency is the time from when the device is phyliaaoved, to
the time the corresponding update appears on teersdlt is well
known that latency adversely affects human perfoaean both
2D pointing tasks [14] as well as in 3D pointing 20].

Spatial jitter is caused by a combination of haredhbr and noise
in the device signal. One way to observe this igrtmobilize a

tracking device while observing the reported posgi even when
the device remains stationary, its reported pasitimay fluctuate.
However, some devices also exhibit additional noik&ing

movements. Hand jitter only exacerbates this probie free-

space tracking devices.

Temporal jitter, or latency jitter, refers to chasgin lag with

respect to time. Ellis et al. [5] report that peophn detect very
small fluctuations in lag, likely as low as 16 nk¢ence, when
examining system lag, one must also ensure thandgtjitter is

minimized, or at least known.

For 3D tracking devices, Foxlin [7] provides a thagh overview
of the available types of tracking technologiesthdugh it is
argued that one should choose a specific trackanfpnology
based on needs [7], most tracking technologies bhwgcomings
that affect performance. Specifically, they tendwdfer from high
latency and/or jitter.

2.2 Fitts’ Law

Fitts’ law [6] is a model for serial fast, aimed wements. It is
expressed as:

MT =a+ b -log, (A/W +1) 1)

whereMT is movement timeA is the amplitude of the movement
(i.e., the distance between two targets), i the width of a
target. The log term in the equation is called thdex of
Difficulty (1D), which is commonly assigned a unit of bits:

MT=a+b-ID @)

The coefficientsa andb are usually determined empirically for a
given device and interaction style, such as a stglu a tablet, a
finger on an interactive tabletop, etc.

The interpretation of the equation is that moventasis are more
“difficult” when the targets are smaller or fartreway. Fitts’ law
has been used to characterize the performanceimtfrgpdevices
and is one of the components of the standard et@tuan

accordance with 1SO 9241-9 [11]. Indeed, if the sment time

andID are known, then the ratio gives the throughput of the
input device in bits per second (bps)

BW=ID/MT ©)

2.2.1 Effective Width and Effective Distance

During a traditional Fitts’ task, participants agked to click on
targets of various sizes, spaced at various disgaridsually they
hit larger targets with fewer misses and relativelyser to their
centers. Smaller targets are missed more oftencicks may
occur farther away from their centers. Thus, léseficial to take
this variation of accuracy into account. As angttation, Figure 1
shows the distribution of hits when a task is penied repeatedly.

Figure 1. Distribution of clicks on a circular target.

MacKenzie argues for using a sub-range of the Hitad
corresponding to about 96%, as #féective widthof the target
[12]. This range corresponds to approximately 4.%&ndard
deviations of the observed coordinates of hitsatie¢ to the
intended target center:

W, =4.133 ¢ @)

MacKenzie points out that this corresponds betighé task that
the usemactually performed, compared to the ideal Fitts task.

To calculate the effective parameters in our stadgrojection of
the actual movement vector onto the intended vastoomputed
and the difference of the vector lengths is usethasdeviation
from the intended center — allowing one to latempate the
effective widthusing the equation (4) above. A similar approach i
used for the distance: the actual movement dissanaee
measured, and then averaged over all repetitibos, forming the
effective distanceFigure 2 illustrates both notions. Finally, both
effective distance and effective width, in combioat with
movement time, are used to determinedffectivethroughputof

a device, a measure that now takes not only thienpesnce but
also the accuracy of target acquisitions into antou

! In the absence of noticeable jitter and latencgt assuming
accurate pointing, throughput does not depend erirttiex of
difficulty. This makes it a convenient metric fooraparing
pointing devices.
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Figure 2. lllustration of Effective Width and Effective
Distance. Note that these are averaged over multipl
movement vectors.

We use these effective measures in place of tleetanget widths
and amplitudes to seamlessly incorporate the piateeffect of
differing participant strategies, which favour eithspeed or
accuracy [12]. In essence, the approach treats awotgate clicks
(i.e., clicks closer to the centre of the targessklicks on smaller
targets, while the clicks outside of the intendedéts are treated
as “successful” clicks of the virtual targets that larger in size.
This makes the measure independent of participtiategy,
which is one reason why it is recommended by IS@192 for
pointing devices [11].

3. CHARACTERIZING SYSTEM
LATENCY AND JITTER

Before commencing any experiments, we quantifiesl éhd-to-

end system latency of our setup to establish alihaseondition.

We used a mouse on a plain table surface, as bptice are

generally very accurate and smooth in sensing aomofhe

friction induced by the surface also effectivelynggens any
exterior oscillations and we were not able to obseroticeable
spatial jitter when the mouse was stationary oringin straight

line. We just note that, if one were to use a diffeé kind of

device, which is affected either by external fast¢e.g., hand
tremor in a laser pointer), or the inaccuracy &f dpparatus (e.g.,
video-based motion tracking), one would have to suea and

characterize baseline jitter before further in\gztton.

3.1 Latency Jitter

For the mouse we also measured latency jitter,the.amount of
changein latency from one point in time to another. Teasure
this, we looked at the mouse update intervals.@ause reported
updates at 125 Hz, a value typical for most USB emié
histogram of these times showed that more than%®%5 the
updates happened within 8-11 ms of the previoupkamlimost
all of the remaining samples followed within 5-8.ms
Consequently, we do not believe latency jitter todm issue in
our experiments.

3.2 Characterizing Latency
A variation of Mine’s method was used to charaetethe lag of
both the mouse and the tracker [15].

3.2.1 Equipment Setup
A Microsoft optical mouse was moved along the tepdb of CRT
display. The area where the mouse moved was coweitbda

textured material to ensure reliable tracking. WHenmouse was
moved, the cursor on the screen moved correspolydifr@r
consistency, we used the same software that weegubstly
employ for latencyljitter measurements, with bodetdérs set to
zero. To complete the setup, a video camera simedtasly
filmed the motion of both the mouse and the cueda frame rate
of 60 Hz (in progressive scan mode). We used"aCRT display
at a resolution of 1288 1024 pixels with a 100 Hz screen refresh
rate.

3.2.2 Procedure

The mouse was repeatedly moved by hand sidewayg #he top
edge of the display bezel at a rate of about 1 Mavement of
both the mouse and the computer generated cursoregarded
with a digital video camera. The end-to-end tragkiatency of
the two devices equaled the differences in thedréimes of their
corresponding phases of motion.

3.2.3 Analysis and Results

Approximately two minutes of video were recordedthwthe
digital camera. This video was analyzed manuallierathe
experiment to derive the end-to-end latency fohluwvices.

Peaks of mouse and cursor movement were examinbdn \the
mouse reached the peak position of its movemeobhéndirection
or the other, the frame number and its time weredoWhen it
began to move back the other way, the mouse caorstire screen
would move back as well, but after a short delag thutracking
latency. These delays were also recorded.

Because the camera was only recording at 60 Hawseaged a
total of 10 measurements to remove any potentiaiptag
artefacts. Ultimately, the average delay of the seowursor
motion relative to motion of the mouse was 382.8 ms.

As a comparison, here is the summary of the lagsuored in
other devices:

*  The same mouse, on the same machine, but via #f2e PS

port: 53.1+ 3.32 ms.

¢ The same mouse, with 25 ms software delay added:

59.8+3.7 ms (similar correspondence for
latencies).

higher

e« Same mouse on an LCD display (1280024
@ 60 Hz): 43.2 2.7 ms.

e Laser pointer on a DLP projection screen (with a
120 Hz camera tracking the laser spot): 1G2292 ms.

. PS/2  wireless the

102.9+ 3.3 ms.

*  Wii remote on a DLP projected screen: 16632 ms.

mouse on same

This range of values was used as a guideline foosing the set
of latencies to investigate in our experiment.

Some of the numbers in the list are large due tosiderable
latency in the display itself. E.g., many projestaand LCD
monitors buffer frames before displaying them, ahis can
contribute 50 ms or more to the measured end-tolatemhcy.

2 Cathode Ray Tube (CRT) monitors are well-charamsdr
devices; their latency is predictable, and is amtrg lowest
possible for a desktop output device.

screen:



Despite that, the choice of displays is not alwiagependent, as
some pointing devices imply the use of a specifisplady

technology. For example, a stylus-based Tablet-B€liraes an
LCD display underneath, and a laser pointer-bagstem often
implies a large front or back projected screen.

3.3 Characterizing Jitter

Although the optical sensing method employed byntloeise may
generate some jitter, this appears to be filteredhie mouse
hardware. While the technical details in each djeci
implementation may differ, typical optical mice sers are in

essence low-resolution miniature video camerasi¢giknages at a
rate of several thousand per second [1]. Sincesktaje pointing

device only requires about a hundred updates pensde the 10:1

or greater excess of frames is apparently usedntooth the

device reports via averaging or some other filgetechnique.

Likewise, hand jitter, or hand tremor, does notesppto be an
issue in our experiments, as resting the mouse qhyaical
surface largely eliminates it. This is because tnerike any other
mechanical oscillation, depends on friction, aslwed mass,
rigidity, and external disturbances. Frictidampensor reduces
the magnitude of the oscillations. We assume thesmave used
to have no significant jitter of either kind.

Nevertheless, with other devices or under otherditimms,

significant jitter may be present, and may be lageugh to have
a noticeable effect on interaction. To have someajme as to
what range of jitters to use as independent vasabh our
experiment, we measured the jitter present in s¢g@uations:
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Figure 3. Spatial jitter of the Optitrack tracker. (a): jitter
during smooth motion in mm, 4.5 s fragment; (b): FH of
the recorded data, logarithmic response, frequencée
(linearly) from 0 to 60 Hz, low frequency contribution of
regular motion filtered out with a digital filter.

4. EXPERIMENT
This experiment used the procedure specified inl&t@ 9241-9

« Laser pointer, held with extended arm: 0.20-0.25 Standard to compare the throughputs under variagnitudes of

degreeSmean-to-peak;

lag and spatial jitter. Based on Fitts’ law, thiarglard measures
performance of devices in 2D pointing tasks.

. Same, held with both hands: 0.10-0.15 degrees mean-

to-peak;

e Optitrack optical tracking device, 1 m away frome th
cameras: 0.4 mm mean-to-peak [19].

The given values correspond to the maximum megretde range
of about 6-8 pixels — assuming a user standingavay from a
1.5 m wide screen, with horizontal resolution of240pixels.

Depending on the distance to the screen and matiplification

ratio, as well as other factors, such as the ematistate of the
person using the device, ambient temperature, hdateyue and
S0 on, this jitter may be even larger.

The device jitter for th©ptitrack system mostly resembled white
noise. It was approximately 0.4 mm mean-to-peailiaxes, with
a RMS value of 0.30 mm; and with occasional spilesching
0.6 mm. Note that there is some increase of ndigkealowest
frequencies, thus it is netrictly white noise. This is visualized in
Figure 3.

In contrast, hand tremor is characterized by anhasig of lower
frequencies with a substantial decay in amplitusleva 10-15 Hz

9.

3 Hand tremor depends on many factors. Our numbene w
measured for a 25-30 year old person, working itypécal
office, and should only be viewed as a guidelinémezte.
Certain medical conditions, as well as age, carstaniially
worsen these values.

4.1 Participants

Twelve students from the local university partitgzh in the
experiment, with ages ranging from 19 to 31 (megs 28 years).
Eight were male. All were right handed, or otheewissed the
mouse with their right hand. The study lasted 30mdtutes.

4.2 Apparatus

The computer was an Intel Pentium 4-based desktoming at

2.4 GHz, with 1 GB of RAM. A MicrosoftVheel Optical mouse
was used. The software, written in C#, implemerdestandard
Fitts’ 2D task, as described in ISO 9241-9 [11§ B&ure 4. The
application presented 13 targets in a circle. Ugarking the first

highlighted target (the top one) the timer wouldrstand the
opposite (bottom-left) target would be highlightetirecting the

participant to select it. The next target was andhpposite side, to
the immediate right of the initial target, and soumtil all targets

were selected. The software automatically loggedetasizes,

distances between targets, the times to click bEtweargets,
errors, and screen coordinates of click eventalsib performed
the effective width calculation as described above.

4.3 Procedure
After signing informed consent forms, participamsre seated in
front of the computer display at a distance of alfo6 m (2 feet).

Participants were given a brief introduction to tystem, and
were allowed to try the system and find the mosnfootable
seating position. After that, they were directeghtoceed with the



task, in which they were instructed to click on thighlighted
targets as quickly and accurately as possible.

Figure 4. Task for the experiment. Participants wold click the
highlighted target, which then highlighted the nexttarget,
etc. The width of the targets and the distance bewen
targets varied for each “round” of targets.

4.4 Design
This experiment had four independent variables5n& x 3 x 2
arrangement (150 combinations):

o Latency: 33, 58, 83, 108, and 133 ms;

. Spatial jitter: 0, £4, +8, +12, and +16 pixels,
implemented as uniformly distributed noise with a
maximum offset of 0, 4, 8, 12, and 16 pixels;

e Target widths (diameter): 14, 35, and 91 pixels;
+  Target amplitudés 416 and 728 pixels.
The dependent variables were:

e Device throughput (in bits per second), calculaasd
described earlier;

e Miss ratio, the percentage of targets not acquired
every round;

The range of latencies and jitters covers the éxtethese factors
observed in various devices, including the lateotya gaming
console remote control used on a projection scraemvell as
laser pointer jitter at a distance of several nseteFhey
approximately correspond to the values measureberprevious
section. The combination of the target widths amgplgudes
forms a uniformly spaced range of indices of diffig from 2.5 to
5.7 bits, which covers the span encountered incépilesktop
tasks, as well as in other forms of interactiongaiyet 14 pixels
large is about the size of a “window close” butiancommon
window managers. Acquiring targets of smaller siagas
observed to be very difficult under the high jitteonditions
during a small pilot experiment, and hence we detith restrict
the design to values that avoided excessive paatitifrustration.
As the task is highly repetitive, we choose thaltetumber of
combinations to keep the total participation timesell less than
one hour to keep the fatigue effect as small asiples

The experiment wawithin subjectsand the order in which the
150 combinations of the factors were presented namdomized

4 Defined as the diameter of a large circle, alomictvthe targets
are placed. See Figure 4.

(without replacement), to compensate for asymmetansfer of
learning effects.

Each participant completed a set of 150 rounds wifferent
latencies, jitters, widths, and amplitudes. Assitnbt possible to
meaningfully measure the click time of the firstget, which
started each trial, there were only 12 clicks rdedrper round.
Given that there were 12 participants and 12 rembterget clicks
per round, this gave a total of 28IPx12 = 21,600 trials.

5. RESULTS

5.1 Throughput

Results were analyzed using ANOVA. There were Sicanit

main effects for latency, jitter, and target widih throughput.
The throughput was computed according to equatjarsidig the
effective width and amplitude parameters, deriveanfeach set
of 12 measurements for every experimental condition

5.1.1 Latency

The effect of latency on the throughput was sigaifit
(F4.44=96.77p <.0001). The interaction between the latency and
the width on the throughput was also significalR gt = 4.97,

p <.0001). Figure 5 shows a graph of the results.
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Figure 5. Throughput for varying levels of width ard latency.

5.1.2 Jitter

The effect of jitter on the throughput was sigrafic
(F4.44=82.83,p <.0001). The interaction between the jitter and
the width was also significanfF{gs = 8.20,p < .0001). Figure 6
illustrates the results.
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Figure 6. Throughput for varying levels of width ard jitter.
5.1.3 Width

The effect of target width on the throughput wagngicant
(F222=147.58p < .0001). See Figure 7 for details.
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Throughput for varying levels of width. Eror bars
represent standard error.

5.1.4 Amplitude
The effect of target amplitude on throughput wagnigicant

(F111=42.08,p < .001), albeit the difference was only about 4 %;

3.93 bps for 416 pixels vs. 4.09 for 728 pixels.

5.1.5 Index of Difficulty
The effect of index of difficulty on the throughpats significant

(Fsss=119.11,p < .0001). See Figure 8. IDs were computed

from the
displayed

widths and amplitudes of the targets amy tlvere
on the screen.
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Figure 8. Throughput for varying levels of ID.

5.2 Error Rate
5.2.1 Latency

The effect of latency on the error rate was sigaift €,44= 8.51,
p <.0001). The interaction between the latencythedvidth was
also significantg gg= 2.13,p < .05). Figure 9 shows the results.
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Figure 9. Error rate for varying levels of width and latency.

5.2.2 Jitter

The effect of jitter on the error rate was sigrfit 4 44 = 239.38,

p <.0001). The interaction between the jitter ahe width was
also significant Fg gg= 99.95,p <.0001). Please refer to Figure
10.
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5.2.3 Width

The effect of target width on the error rate wagniicant
(F2,22=553.40p < .0001). See Figure 11 for details.
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Figure 11. Error rate for varying levels of width.

5.2.4 Amplitude
No evidence of statistical significance of the efffof target
distance on the error rate was foufg {; = 0.20,ns).

5.3 Movement Time
5.3.1 Latency

The effect of latency on the movement time was iBigmt
(F4.44=58.99,p <.0001). The interaction between the latency and
the width was also significanE{gg= 7.05,p < .0001). Figure 12
shows the results.
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Figure 12. Movement time, for all conditions.

5.3.2 Amplitude, Width

Both amplitude and width had a significant maineeffon the
movement time: K; ;= 109.92,p <.0001) and K,,,=110.40,
p < .0001) respectively. See Figure 13.
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Figure 13. Movement Time as a function of
amplitude and width

6. DISCUSSION

The throughput of the baseline mouse condition, (ne added
lag, nor jitter) is similar to that reported in pieus work [18];
and we take this as validation of our experimedésign. Overall,
we can observe that the performance drops witleasad latency
and jitter. Also, the error rate increases.

The jagged appearance of Figure 8 is due to theHatour study
used only six combinations of amplitudes and widdusd that
these combinations did not overlap in terms ofdiivals. Many
other studies, including [14], employ overlappingmbinations,
which smoothes the result and also hides the effécthe
individual parameters.

6.1 Relationship between Jitter and Lag

For small levels of lag, e.g., up to 58 ms, ther@d significant
performance impact. However, when the drop in thhmut
begins, it is with a rate of about 0.8 Bfer every 50 ms of added

® 0.8 bps corresponds to about 20% of a typical mous
throughput.



latency. The throughput is affected more strongyy l&tency,

when the targets are small, compared to largeetsrdhat is, the
drop in performance with increased latency begirsgher levels
of latency for larger targets. This might be causgdhe strategy
employed for target acquisition. For example, semaihrgets are
susceptible to overshoots and undershoots moreldinger ones.
Furthermore, latency had relatively low impact eroerate. The
increase of latency from 33 to 133 ms caused onfyoderate,
increase in error rate, approximately 10—-15%; sger€ 9.

Similarly, jitter has a more pronounced impact omal targets,
with the smallest targets experiencing an immedikgtimental
effect at the smallest increases of jitter, atta  ~0.4 bps for
every 4 pixels of added jitter. However, unlikeslaty, jitter has a
dramatic effect on the error rate: an increasettaf jfrom 4 to 8
pixels leads to an almost two-fold increase in mrréor the
smallest targets (see Figure 10). This was alreaddgrved during
the experiment, as participants strongly voicedatisfaction in
high jitter trials with smaller targets, whereasywfew comments
were made regarding latency. Nevertheless, thetefieninishes
for larger targets and for smaller jitter levels.

Another observation is that the effective throughgepends on
the index of difficulty of the pointing task. Mongrecisely, it
strongly depends on the error rate, and the eat& ultimately
depends on a target size. Thus, although it migpear that only
the ratio between target sizes and their spaciagsph role, the
notion of effective throughput illustrates that #ievatargets are
disproportionately harder to hit, even if the distas are pro-
portionately smaller. Ultimately, it suggests titts’ law does
not hold when errors rates vary greatly and tasjeés vary
simultaneously.
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Figure 14. Raw Throughput for varying levels of ID.Note
much smaller changes in throughput.

To illustrate this, we recomputed the “raw” thropgh (i.e. the
throughput without using effective width and disteh for the
data shown in Figure 8. This new plot is showniguFe 14. The
drop at higher levels of ID, readily visible in Big 8, is much
less pronounced in Figure 14. This illustrates wig/ throughput
metric was originally selected to assess pointiegiaks: when
errors are rare, and whamy hit on the target is equally good (as
opposed to valuing hits closer to the center motie¢n the
throughput is independent of the target configoratiAs error
rates increase, this metric loses its appeal in at®ginal

formulation. This implies that one cannot scaleelattive
elements down infinitely, without expecting any eeff on
throughput.

6.2 Comparison with MacKenzie and Ware’s
Work

It is also interesting to compare results showRigure 12 with a
graph from a work by MacKenzie and Ware [14]. |attivork the
authors investigated the effects of varying leveldatency on
pointing performance. In Figure 15, we overlay data points for
the zero-jitter conditions on their graph. The ditan [14] is

smoother than the data from our current study: thislue to
overlapping pairs of amplitude-widths being used dbtaining

the same indices of difficulty, as explained abd@therwise, we
believe that the data is directly comparable. We abserve the
following:

. For small IDs, even their 8.33 ms condition is abas
fast as our current 108 ms;

e For medium (and more typical) IDs, our 83 ms
condition is slightly faster than the “old” 25 ms;

. For medium IDs, the old 75 ms condition is about as

fast as the present 133 ms;
«  For large IDs, the data points become reasonabsecl

Unfortunately, we could not determine the exactatiristics of
the system that was used in the system used by \Alade
MacKenzie. As the hardware for that experimentvierdl5 years
old, there was no practical way to recreate thapsetherefore,
we can only speculate as to the cause of the giaooges. Given
that the number of participants is similarly sm@llvs. 12), it is
possiblethat individual differences are the cause. Howetlee

standard error for the data points in our measunéneanges
from 25 ms to 50 ms for all but the two largest .IO%is is

substantially less than the difference betweenlainfé.g., 75 ms
and 83 ms; 25 ms and 33 ms) latency data poirtteeigraphs for
the two studies, which range from 100 ms to oved 25 in

movement time. Most probably there was no jittethieir system.
Hence, the only viable hypothesis is that the gktesn contained
an additional ~60 ms of latency. Thus, their 8.38 condition

likely had approximately 68 ms end-to-end latefidye source of
this delay is hard to assess post-hoc.

6.3 Trading Jitter for Lag

One of the original motivations for this study was make
informed choices about the tradeoff between latesmny jitter,
especially when smoothing. A different way is t& #sis is how
much filtering to apply in systems that rely on it.

From the graphs above, we can estimate that theaks of jitter
for small or medium targets from 12 to 4 pixelstsoabout as
much in terms of throughput as a decrease in lgteh60 ms. As
another example, consider that a simple averaditey feduces
jitter by a factor of 3 when averaging 9 samplessuaning that
noise is random. But at a sampling rate of 125 $izamples
means 72 ms of additional delay! Thus, in this gXamremoving
jitter will also have an associated cost in terrhperformance.
On the other hand, this will also afford more aecyr which may
be desirable for small target sizes (see Figure 10)

Alternatively, assume that, in a device with lowelxy but
moderate jitter, the peak device throughput is adex but the
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Figure 15. Movement time: Conditions from current $udy without jitter, compared with results from [14].

error rate is approaching 15%. Depending on how-twstly the
errors are, it may be sensible to reduce the fitteyugh filtering.
This will reduce the peak throughput, but introdtioe benefit of
reducing the overhead of correcting errors. Thuss tmay
improve interaction speed overall, depending onctiet of error
correction.

7. FUTURE WORK

We presented a user studies examining the effeictdevice

characteristics on 2D pointing tasks. In particulse examined
the effect of latency and spatial jitter. While tbddtency and jitter
have detrimental effect on pointing performance arenot aware
of theoretical models successfully incorporatinghbof these
factors. Using a factor proportional to lag as additve

component in Fitts’ law, or as a multiplicative péwith ID) has
been explored previously [14]. One of the futursgibilities is to
supplement such models with an additive factor,eilggly
proportional to jitter.

Another potential path for future work is to chaeaize jitter in
real-word systems better. Most importantly, theeijitis not
perfectly uniform and often exhibits occasional rspthat are
substantially larger than can be accounted by smyiite noise-
based models.

Finally, since jitter may well have its strongeffeet during the
final stages of a movement, applying varying degreffiltering
throughout the targeting action may be worth exptprtoo.
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